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Introduction

Owing to its remarkable variety of functions in homeostasis
and thrombosis, thrombin has been a special target for mo-
lecular drug design. A number of medically important disor-
ders are related to thrombin. Thromboembolic disorders are
the major cause of morbidity and mortality in the developed
world. Several acute diseases including deep venous throm-
bosis, pulmonary embolism, unstable angina, restenosis fol-

lowing angioplasty, and arterial thrombosis are also caused
by undesired blood-clotting events.[1,2] The clinical syn-
dromes of thromboembolism are triggered by an excessive
stimulation of the coagulation cascade.[3–6] Two crucial steps
in the cascade are 1) the formation of thrombin via the pro-
thrombinase complex, consisting of factor Va, Xa, and phos-
pholipids, and 2) the subsequent proteolytic cleavage of fi-
brinogen by thrombin, which results in the generation of the
insoluble fibrin clot matrix. Additionally, thrombin mediates
platelet activation, thereby inducing their adhesion to the
fibrin network. Inhibition or activation of enzymes in the co-
agulation cascade will thus influence blood-clotting events.
Not surprisingly, thrombin, as a key player in the cascade,
has been the subject of intensive pharmaceutical research,
and numerous inhibitors of thrombin have been reported.
An ideal thrombin inhibitor should be potent, orally bio-
available, and selective with regards to related serine pro-
teases, such as trypsin.[7] However, finding an inhibitor that
comprises both selectivity and suitable pharmacokinetics ACHTUNGTRENNUNGhas
been difficult to identify, prompting research to
ACHTUNGTRENNUNGcontinue.[8–11]

The selectivity of small-molecule inhibitors toward a pro-
tein or enzyme target is often of crucial importance in the
development of therapeutically useful molecules. Engineer-
ing high selectivity can be especially challenging when the
site of interaction between the inhibitor and enzyme is
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within a highly homologous region of a large family of en-
zymes, such as the catalytic site of trypsin-like serine pro-
teases.[12] As a member of the trypsin-like serine protease
family, thrombin processes a catalytic site with high se-
quence homology and similar substrate specificity, therefore,
their inhibitors need to be highly potent and selective
among the closely related enzymes with adequate pharma-
codynamic properties.[13] Selectivity relative to other serine
protease inhibitors, particularly those that share thrombinJs
preference for P1 groups containing strong bases, such as
guanidines and amidines, is a critical hurdle to overcome in
the design of such a compound.[14] Trypsin (chosen as the
benchmark serine protease) is arguably the most demanding
serine protease in this regard owing to the similarity of their
active sites and its location in the gut.[15]

Crystallographic investigations have revealed that throm-
bin is composed of disulfide-linked A and B chains.[16] It
also has an anion-binding exosite positioned approximately
20 K from the active site along a groove. The active site of
thrombin is mainly defined by the specificity (S1) pocket,
the hydrophobic proximal (S2) pocket, and the hydrophobic
distal (S3) pocket. A schematic representation of the active
site is shown in Figure 1.[8] The specificity pocket consists of

a hydrophobic “channel” with the carboxylic acid of
Asp189[17] and two backbone carbonyl groups in the bottom
of the pocket. The former forms strong ionic interactions
with amine-, guanidine-, or amidine-type structures located
at the terminus of a hydrophobic spacer. The proximal
pocket is defined on three sides by the Tyr60A and Trp60D
side chains of the 60-insertion loop, the imidazole ring of
His57, and the isobutyl group of Leu99 in the enzyme. The
larger distal pocket is mainly made up of the side chains of
Trp215, Ile174, and Leu99. Other important interactions
with potential inhibitors include hydrogen bonding to the b-
sheet segment from Ser214-Trp215-Gly216.[1] The catalytic
triad of Asp102, His57, and Ser195 is responsible for the
proteolytic activity.

Crystal structures of thrombin and trypsin have a consid-
erable number of similarities but also some differences,
which mediate the selectivity and are crucial in the design of
selective thrombin inhibitors.[18] A focus in the design of se-
lective thrombin inhibitors has been on the S1 pocket.
ThrombinJs S1 pocket is identical to that of trypsin except at
residue 190, which is alanine or serine, respectively. Conse-
quently the pocket is slightly larger and more lipophilic in
thrombin than it is in trypsin.[19] The S2 pocket of thrombin
is formed by an insertion loop and is lacking in trypsin,
which is another structural difference. This proximal pocket
is unique to thrombin and its occupancy by a stereoelectron-
ically complementary group provides a significant contribu-
tion to the narrow substrate specificity of the enzyme.[10]

These differences in the active site constitute a unique signa-
ture of each protease that can markedly affect the inhibitor-
binding interactions and affinity even when the local se-
quences that form these sites are the same.[20,21]

The majority of available potent inhibitors generally show
very poor oral bioavailability, bind strongly to plasma pro-
teins, and/or do not have an appropriate plasma half-life
after oral dosing.[22–24] Many of these pharmacokinetic prob-
lems are due to the high basicity of the first-generation
thrombin inhibitors, which contain arginine or amidine-
based S1 anchoring moieties. The high basicity of guanidine
(pKa=13)/benzamidine (pKa=11.6) groups has translated
into a high desolvation cost during passive absorption
through the epithelial layer of the gut wall, which results in
poor oral absorption. Overall, the short duration of action
and poor oral absorption has precluded the development of
these compounds as oral agents. As such, many pharmaceut-
ical companies have invested significant efforts to identify
less basic and neutral mimics to try to improve the pharma-
cokinetic properties of these compounds.[25]

In this study, molecular dynamics (MD) simulations fol-
lowed by molecular mechanics generalized Born surface
area (MM-GBSA)[26] analyses have been carried out to
study the selectivity of two neutral and weakly basic P1
group inhibitors (177[27] and CDA[28]) with thrombin and
trypsin. Both inhibitors exhibit excellent selectivity of
thrombin versus trypsin despite the lack of a strong interac-
tion with the specificity pocket.[27,28] Detailed binding free
energies between these inhibitors and individual protein res-
idues are calculated by using a per-residue basis decomposi-
tion method.[26] The analysis of detailed interaction energies
provides insight on the protein–inhibitor-binding mechanism
and helps elucidate the basis for achieving selectivity
through interpretation of the structural and energetic results
from the simulation. Thus, the study would be advantageous
to produce small-molecule scaffolds of neutral and weakly
basic P1 groups with greater intrinsic specificity toward
thrombin and against anti-targets such as trypsin.

Figure 1. The schematic representation of the active site of thrombin.
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Computational Details

Thrombin system setups: Atomic coordinates of thrombin complexes
were obtained from the Protein Data Bank (PDB). Two different crystal
structures of thrombin bound to different inhibitors were used as starting
structures in this study. The inhibitors are 177 (1 AT6) and CDA
(1MU6), which were designed and synthesized by Merck Research Labo-
ratories (West Point, PA).[27,28] The structures of the two inhibitors are
shown in Scheme 1. Protons were added to the system by using the Leap

module of AMBER9.[29] In accordance
with crystallographic conditions of the
complexes, all ionizable side chains
were configured in their characteristic
ionized states at pH 7.3. The guanidine
side chain of arginine and the terminal
amino group of lysine were protonat-
ed, whereas the carboxy groups of as-
partic and glutamic acid were depro-
tonated. The crystallographic water
molecules in the PDB files were dis-
carded and counterions were added to
maintain the electroneutrality of the
system. These starting structures were
then placed in a truncated octahedral
periodic box of TIP3P water mole-
cules. The distance between the edges
of the water box and the closest atom
of solutes was at least 8 K. The miss-
ing residues are simply ignored
ACHTUNGTRENNUNGbecause they are all located far from
the active site in the crystallographic
ACHTUNGTRENNUNGstructures.

Atomic partial charges of the inhibi-
tors were derived for this study by
using the RESP method with the Antechamber module of AMBER9.[30]

To obtain minimized geometries for electrostatic potential calculations,
inhibitor geometries were first optimized with Gaussian 03 by using the
Hartree-Fock/6-31G* level of theory.[31] Single-point calculations with
Gaussion 03 were then performed to obtain the electrostatic potential
around each compound by using the same basis set and level of theory as
in the optimization step. Fitting charges to the electrostatic potential was
performed with RESP.

The inhibitor of 177 was given a formal charge of +1 with a protonated
amino group within the P3 group, whereas CDA was treated as neutral
because the pyridine ring nitrogen atoms were relatively nonbasic owing
to the strong electron-withdrawing effect of fluorin.[32]

Docking to trypsin : No crystallographic structure of trypsin complexed
with 177 or CDA is currently available. Docking of 177/CDA to the

active site of trypsin was performed with Autodock3[33] by using the ge-
netic search algorithm. The initial structure of trypsin was taken from the
crystal structure 1BTY,[34] and minimized to eliminate bad contacts. The
two inhibitors were first placed in the binding site of the original inhibi-
tor benzamidine, and 60P60P60 grids with a step size of 0.375 K were
added with inhibitors at the center. After 200 docking runs, we choose
structures based on the dock energy and cluster popularity for further
molecular simulation studies, and system setup protocols are the same as
the thrombin system. In Figure 2, we show the orientations of the two in-
hibitors in the thrombin and trypsin active sites with the MD lowest-
energy structures.

MD simulations : The MD simulations were performed by using the
AMBER9[29] suite of programs with the Parm99[35] force field to parame-
trize the protein. The system was minimized by steepest descent followed
by conjugate gradient minimization. The particle mesh Ewald method[36]

was used to treat long-range electrostatic interactions in a periodic boun-
dary condition, and bond lengths involving bonds to hydrogen atoms
were constrained by using SHAKE.[37] The time step for all MD simula-
tions was 2 fs, with a direct-space, nonbonded cutoff of 10 K. Applying
position restraints with a force constant to all solute atoms and using the
Langevin dynamics to control the temperature with a collision frequency
of 1.0 ps�1, 20 ps MD was carried out at constant volume, during which
the system was heated from 0 to 300 K. A subsequent isothermal isobaric
MD simulation was used for 5 ns to adjust the solvent density without
any restraints on all the solute atoms. Finally, conformations were collect-
ed every 1 ps for the last 100 ps of the simulation, and 100 snapshots
were collected for the MM-GBSA calculations.[26]

Owing to the flexible nature of the inhibitors, it is incorrect to assume
that the inhibitor conformations are the same in the bound state versus
free in solution. The solution conformations of the inhibitors were deter-
mined with separate simulations.[38,39] Initial inhibitor conformations were
taken directly from the corresponding complex structure. The inhibitors
were then minimized and equilibrated by using the same protocols as de-
scribed above. After 5 ns of MD simulations, the conformations generat-
ed from this set of simulations were also used for MM-GBSA calcula-
tions for comparison. Because thrombin and trypsin are relatively rigid
proteins,[40] separate simulations for unbound proteins have not been per-
formed owing to the large computational demand.

The MM-GBSA method : Although free energy perturbation (FEP) and
thermodynamic integration (TI) calculations should give more accurate
binding free energies, they are extremely time-consuming and require

Scheme 1. Molecular structures of two inhibitors 177 (A) and CDA (B).

Figure 2. The orientations of 177 in the active site of A) thrombin and B) trypsin; and those of CDA in the
active site of C) thrombin and D) trypsin.
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sufficient statistical samplings. The heavy computational cost prevents
FEP and TI from being routinely used for free energy calculations in
structure-based drug design.[41–43] In this work, the binding free energy is
calculated by using MM-GBSA[26] and normal-mode analysis. We chose
100 snapshots evenly from the last 100 ps MD simulation and calculate
the binding free energies between the two inhibitors and thrombin/tryp-
sin with MM-GBSA module in Amber9.[29] In MM-GBSA, the free
energy of A+B!AB is calculated through the thermodynamic cycle,[43]

as shown in Figure 3. The absolute binding free energy in the condensed
phase can be calculated according to Equation (1):

DGbinding¼ DGgas�DGA
solv�DGB

solvþDGAB
solv

¼ DHgas�TDS�DGA
GBSA�DGB

GBSAþDGAB
solv

¼ DHgas�TDSþ DDGGBþDDGSA

ð1Þ

The definition of various energy terms for Equation (1), are clear from
Figure 3. DHgas in Equation (1) is the total molecular mechanical energy
in the gas phase, and it was calculated for the unsolvated molecule by
using the standard Amber force field with the Sander module of the
Amber9 program. The polar contribution to the free energy (DDGGB)
was calculated with the GB model developed by Onufriev and Case as
implemented in AMBER9.[44] The nonpolar contribution to the solvation
free energy (DDGSA) owing to cavity formation and van der Waals inter-
actions between the solute and solvent is estimated by a solvent-accessi-
ble surface area (SA) dependent term given in Equation (2):

DGnonpolar ¼ gSA ð2Þ

The SA was determined with the LCPO method[45] as implemented in
AMBER9, and g was set to 0.0072 kcalmol�1K�2.[26]

Finally, entropy contributions arising from changes in the degrees of free-
dom (translational, rotational, and vibrational) of the solute molecules
are included by applying classical statistical thermodynamics.[26] Because

the normal-mode calculation of entropy is extremely time consuming for
large systems, only 20 snapshots (every fifth snapshot of the 100 snap-
shots) for each inhibitor were used to estimate the contribution of the en-
tropies to lower the computational cost. Contributions to the vibrational
entropy are obtained by normal-mode analysis. After minimization of
each snapshot in the gas phase by using the conjugated gradient method
with a distance-dependent dielectric of 4r (in which r is the distance be-
tween two atoms) until the root-mean-square of the elements of the gra-
dient vector is less than 10�4 kcalmol�1K�1, frequencies of the vibrational
modes are computed at 300 K for these minimized structures by using a
harmonic approximation of the energies. The Nmode module of the
AMBER9 package was used to perform this part of the calculation.[46]

Decomposition of free energies on a per-residue basis : Free energy de-
composition in terms of contributions from structural subunits of both
binding partners provides insight into the origin of binding on an atomic
level. We demonstrated the decomposition of DGgas+ solv on a per-residue
basis into contributions from van der Waals energy, the sum of coulomb
interactions and polar solvation free energy and nonpolar contribution to
solvation free energy for residues with jDGgas+ solv j�1.5 kcalmol�1, and
the contributions per residue were further subdivided into those from
backbone atoms and those from side-chain atoms.[26] By providing a list
of important or detrimental residues for the binding, and indications re-
garding the origin of their favorable or unfavorable role, the decomposi-
tion approach not only helps in selecting residues that are worth investi-
gating, but also suggests some possible mutation.[47]

Hydrogen-bond analysis : A full analysis of all possible hydrogen bonds
formed between the protein and inhibitors was carried out with the Ptraj
subroutine of AMBER9.[26] We consider a hydrogen bond defined by dis-
tances of the heavy atoms of donor and acceptor of no more than 3.2 K,
and angles of donor and acceptor diatomic groups of no less than
1208.The occupancy of a hydrogen bond was computed by dividing the
number of snapshots showing the hydrogen bond by the total number of
snapshots along the MD trajectory.[48]

Results and Discussion

Inhibitor 177 binding to thrombin versus trypsin : To gain in-
sights into different contributions to the affinity of protein–
inhibitor binding, absolute binding free energies were com-
puted for the thrombin–177 and trypsin–177 complexes.
Table 1 lists contributions to binding free energy (i.e., gas-
phase energies, solvation free energies, and contributions
owing to changes in the translational, rotational, and vibra-

Figure 3. Thermodynamic cycle for the calculation of the absolute bind-
ing free energy. DGA

solv, DGB
solv, and DGAB

solv are solvation free energy of A,
B, and AB respectively. DGgas and DGbinding are binding free energy in the
gas phase and condensed phase, respectively.

Table 1. Binding free energy components for the protein–inhibitor complex.

Contrib.[b] Thrombin–177 Trypsin–177 Thrombin–CDA Trypsin–CDA
Mean[a] s[c] Mean[a] s[c] Mean[a] s[c] Mean[a] s[c]

DHelec �44.5 ACHTUNGTRENNUNG(�59.2)[d] 0.3 ACHTUNGTRENNUNG(0.8) 34.4 ACHTUNGTRENNUNG(26.9)[d] 0.7 ACHTUNGTRENNUNG(0.8) �18.2 ACHTUNGTRENNUNG(�18.6)[d] 0.4 ACHTUNGTRENNUNG(1.3) �21.5 ACHTUNGTRENNUNG(�20.5)[d] 0.4 ACHTUNGTRENNUNG(0.5)
DHvdW �66.7 ACHTUNGTRENNUNG(�66.1) 0.2 ACHTUNGTRENNUNG(0.4) �51.3 ACHTUNGTRENNUNG(�50.9) 0.3 ACHTUNGTRENNUNG(0.4) �54.5 ACHTUNGTRENNUNG(�56.6) 0.2 ACHTUNGTRENNUNG(1.1) �36.9 ACHTUNGTRENNUNG(�37.5) 0.3 ACHTUNGTRENNUNG(0.4)
DHint 0.0 ACHTUNGTRENNUNG(4.4) 0.6 ACHTUNGTRENNUNG(0.9) 0.0 ACHTUNGTRENNUNG(3.5) 0.0 ACHTUNGTRENNUNG(0.8) �0.1 ACHTUNGTRENNUNG(2.0) 0.0 ACHTUNGTRENNUNG(2.3) �0.1 ACHTUNGTRENNUNG(2.4) 0.0 ACHTUNGTRENNUNG(0.8)
DHgas �111.2 ACHTUNGTRENNUNG(�120.9) 0.7 ACHTUNGTRENNUNG(1.3) �17.0 ACHTUNGTRENNUNG(�20.5) 0.7 ACHTUNGTRENNUNG(1.2) �72.7 ACHTUNGTRENNUNG(�73.2) 0.4 ACHTUNGTRENNUNG(2.5) �58.5 ACHTUNGTRENNUNG(�55.6) 0.4 ACHTUNGTRENNUNG(0.9)
DGnp �7.4 ACHTUNGTRENNUNG(�7.4) 0.0 ACHTUNGTRENNUNG(0.0) �5.6 ACHTUNGTRENNUNG(�5.5) 0.0 ACHTUNGTRENNUNG(0.0) �6.7 ACHTUNGTRENNUNG(�6.9) 0.0 ACHTUNGTRENNUNG(0.0) �5.8 ACHTUNGTRENNUNG(�5.8) 0.0 ACHTUNGTRENNUNG(0.0)
DGGB 61.1 ACHTUNGTRENNUNG(75.1) 0.2 ACHTUNGTRENNUNG(0.7) �22.8 ACHTUNGTRENNUNG(�14.2) 0.5 ACHTUNGTRENNUNG(0.6) 35.6 ACHTUNGTRENNUNG(37.5) 0.3 ACHTUNGTRENNUNG(1.0) 36.6 ACHTUNGTRENNUNG(35.4) 0.3 ACHTUNGTRENNUNG(0.4)
DGsolv 53.7 ACHTUNGTRENNUNG(67.7) 0.2 ACHTUNGTRENNUNG(0.7) �28.4 ACHTUNGTRENNUNG(�19.7) 0.5 ACHTUNGTRENNUNG(0.6) 28.9 ACHTUNGTRENNUNG(30.6) 0.3 ACHTUNGTRENNUNG(1.0) 30.8 ACHTUNGTRENNUNG(29.6) 0.3 ACHTUNGTRENNUNG(0.4)
DGgas+ solv �57.4 ACHTUNGTRENNUNG(�53.2) 0.6 ACHTUNGTRENNUNG(�0.9) �45.4 ACHTUNGTRENNUNG(�40.2) 0.3 ACHTUNGTRENNUNG(0.9) �43.8 ACHTUNGTRENNUNG(�42.6) 0.2 ACHTUNGTRENNUNG(2.2) �27.7 ACHTUNGTRENNUNG(�25.9) 0.3 ACHTUNGTRENNUNG(0.8)
DTStotal �18.0 ACHTUNGTRENNUNG(�18.3) 0.2 ACHTUNGTRENNUNG(2.5) �20.3 ACHTUNGTRENNUNG(�20.9) 1.7 ACHTUNGTRENNUNG(1.7) �29.7 ACHTUNGTRENNUNG(�30.9) 3.0 ACHTUNGTRENNUNG(3.0) �21.0 ACHTUNGTRENNUNG(�20.7) 1.6 ACHTUNGTRENNUNG(1.5)
DGtotal �38.8 ACHTUNGTRENNUNG(�32.6) 2.2 ACHTUNGTRENNUNG(3.0) �25.4 ACHTUNGTRENNUNG(�19.4) 2.3 ACHTUNGTRENNUNG(3.8) �14.9 ACHTUNGTRENNUNG(�12.4) 3.0 ACHTUNGTRENNUNG(3.9) �7.1 ACHTUNGTRENNUNG(�5.6) 1.3 ACHTUNGTRENNUNG(3.0)

All values are given in kcalmol�1. The standard state is taken to be 1m. [a] Average over 100 (10 in the case of entropy contributions) snapshots of
contribution ACHTUNGTRENNUNG(complex)–contribution(inhibitor)–contribution ACHTUNGTRENNUNG(protein). [b] Contribution: Helec : coulombic energy; HvdW: van der Waals energy; Hint : inter-
nal energy; Hgas=Hele+HvdW+Hint ; Gnp, nonpolar solvation free energy; GGB, polar solvation free energy; Gsolv=Gnp+GGB; Ggas+ solv=Hgas+Gsolv ; TStotal,
total entropy contribution; Gtotal=Ggas+ solv�TStotal. [c] Standard error of mean values. [d] Contribution and standard error of mean values calculated from
separate MD of inhibitors are shown in the parentheses.
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tional degrees of freedom of the solute molecules) averaged
over the MD trajectory for each protein–inhibitor complex,
as well as contributions calculated from separate MD of in-
hibitors in the parentheses. The ideal mimicry of a binding
event in vitro would be to run three separate simulations
and calculate the energetic components of each. This would
include the effects of the conformational changes upon bind-
ing, for example, protein and inhibitor flexibility.[49] We only
ran the separate simulation of the inhibitor to obtain more
reliable binding free energy considering the huge computa-
tional cost and relatively rigid protein structures.[40] As can
be seen from Table 1, the binding free energy is �38.8 kcal
mol�1 of the single simulation for the thrombin–177 complex
and it changes to �32.6 kcalmol�1 after the separate inhibi-
tor simulation correction. The relaxation energy of 177 is
about 6.2 kcalmol�1 in the thrombin–177 complex. Similarly
we obtained about 6.0 kcalmol�1 relaxation energy for the
trypsin–177 complex, which is almost the same as that of the
thrombin–177 complex.

The comparison between the calculated binding free ener-
gies and the experimental values are shown in Table 2. The

difference between DGthrombin and DGtrypsin is used to analyze
the selectivity for thrombin over trypsin. Our calculations
correctly predict that 177 will bind more tightly to thrombin
than trypsin. We also notice that the absolute values overes-
timate the binding affinities and the values of the calculated
DDG are about twice as much as the experimental data for
177. A likely explanation for this discrepancy is that large
deviations in the coulombic and solvation terms are difficult
to balance out effectively for charged inhibitors,[50] such as
177. Nevertheless, the calculated and experimental binding
free energies of protein–177 complexes are highly correlat-
ed, and in fact, if the calculated binding energies are scaled
by a factor of about 2.7, they will be in very good agreement
with the experimental values.

To elucidate the mechanism driving the selective binding
of 177 to thrombin over trypsin, we compared some inde-

pendent binding free energy components between throm-
bin–177 and trypsin–177 complexes (Figure 4A). We found
that the selectivity for thrombin over trypsin primarily origi-

nates from the contribution of van der Waals energy
(DHvdW), thus thrombin achieves better shape complemen-
tarity than trypsin with 177. The nonpolar solvation free
energy (DGnp) also drives binding, which suggests better
cavity packing. Although the internal energy (DHint) and
total entropy contribution (TStotal) are disfavorable for ob-
taining selectivity, the differences between thrombin–177
and trypsin–177 are very small, which indicates that they are
less important factors for selectivity. The coulomb energy
(DHelec) and polar solvation free energy (GGB) are highly
anti-correlated and are approximately equal but opposite in
sign for each complex because a large contribution to polar
solvation free energy is the screening of the electrostatic in-
teractions between the protein and the inhibitor.[51] The two
competing effects nearly cancel each other and the selectivi-

Table 2. Binding free energies [kcalmol�1] and selectivity analysis from
MM-GBSA calculation and experiment measurement for four protein–
inhibitor complexes.

Complexes Thrombin–
177

Trypsin–
177

Thrombin–
CDA

Trypsin–
CDA

DGtotal �38.8 �25.4 �14.9 �7.1
DGtotal (sep
MD)

�32.6 �19.4 �12.4 �5.6

DGbind

(exptl)[a]
�12.5 �6.4 �11.5 �4.9

DDG[b] 13.4 7.8
DDG (sep
MD)[c]

13.2 6.8

DDG (exptl)[d] 6.1 6.6

[a] Experimental data given as Ki values for all the complexes.[27, 28] For
direct comparison to calculated affinities, conversion to DG was estimat-
ed by DG=�RTlnKi. [b] The difference between thrombin DGThr and
trypsin DGTry. [c] The difference of DG between thrombin and trypsin
calculated from separated (sep) MD of inhibitors. [d] The difference of
DG between thrombin and trypsin from experimental values.

Figure 4. Comparison between the binding free energy components of
A) thrombin–177 and trypsin–177 complexes, B) thrombin–CDA and
trypsin–CDA complexes. Helec=coloumbic energy, HvdW=van der Waals
energy, Hint= internal energy, Gnp=nonpolar solvation free energy, GGB=

polar solvation free energy, and TStotal= total entropy contribution.
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ty of binding is thus dominated by the favorable van der
Waals energy and nonpolar solvation free energy.[52]

To gain a more-detailed insight into the basis of the selec-
tivity, structure and binding mode analyses have been per-
formed to complement the energy analysis. The decomposi-
tion analysis generates a protein–inhibitor interaction spec-
trum showing binding interactions with individual residues
as shown in Figure 5. The spectrum shows that the over-
whelming majority of thrombin residues have negligible in-
teraction with 177 (Figure 5A), and the dominant binding
residues are Trp215, Gly216, Ser214, Cys191, Glu217, and
Cys220 in order of reducing strength. Figure 6 and Table 3
show the decomposition of DGgas+ solv values on a per-residue
basis into contributions from van der Waals energy, the sum
of coulomb interactions, polar solvation free energy, and
nonpolar contribution to solvation free energy for residues
with jDGgas+ solv j�1.5 kcalmol�1 for four protein–inhibitor
complexes. The contributions per residue were further sub-
divided into those from backbone atoms and those from
side-chain atoms.[26] The sum of electrostatic interactions in
the gas-phase plus the change of the polar part of the solva-
tion free energy is shown instead of the separated contribu-
tions for the reason mentioned above. Figure 7 shows the
relative position of the inhibitor in the binding complex with
the residues to which it has strong interactions by using the
lowest-energy structure extract from the MD trajectory. Hy-
drogen bonds observed are listed in Table 4 together with
their occupancy during the 5 ns simulation. If more than one
hydrogen bond is formed between two groups, only the larg-
est occupancy value is reported.

The main binding attractions come from approximately
six residues with individual jDGgas+ solv j�1.5 kcalmol�1 for
the 177–thrombin complex (Figure 5A and Table 3). For all
six residues, the van der Waals energy and nonpolar solva-
tion energy are favorable for binding (Figure 6A). The dom-
inating driving force of 177 binding to Trp215 is van der
Waals energy, and the total van der Waals energy is
�4.89 kcalmol�1 (Table 3). This result is in agreement with
the strong hydrophobic and aromatic stacking interaction
found between the P3 cyclohexyl ring moiety of 177 and the
indole ring of Trp215 (Figure 7A). The N3 atom of 177
forms one hydrogen bond with the backbone carbonyl
oxygen of Ser214, and the O1 and N1 atoms form two hy-
drogen bonds with Gly216 (Table 4 and Figure 7A). The dis-
tances between the corresponding oxygen and nitrogen
atoms are 2.87, 2.88, and 2.85 K, and thus the overall contri-
bution of electrostatic energy is another important driving
force for 177 binding to Ser214 and Gly216 (Figure 6A and
Table 3). Additionally, the P1 aromatic ring contacts the
sulfur atoms of Cys191–Cys220 disulfide linkage, forming a
donor–p interaction similar to that observed in other
groups[53] (Figure 7A), thus the van der Waals energy favors
binding for these two residues. Although there is a strong
ion-pair interaction between Glu217 and 177 (�17.89 kcal
mol�1 in Table 3), the overall electrostatic energy disfavors
the binding because of the penalty of the desolvation free
energy (18.03 kcalmol�1 in Table 3).

The computed interaction spectrum in Figure 5B shows
that the dominant interactions between 177 and trypsin are
the bindings to Trp215, Gly216, Ser214, Leu99, and Gln192.

Figure 5. Decomposition of DGgas+ solv on a per-residue basis for the protein–inhibitor complex. A) thrombin–177; B) trypsin–177; C) thrombin–CDA; and
D) trypsin–CDA.
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Figure 6. Decomposition of DGgas+ solv on a per-residue basis into contributions from the van der Waals energy (vdW), sum of Coulomb interactions and
polar solvation free energy (Coul+GB), and the nonpolar (NP) part of solvation free energy for residues of protein–inhibitor complex for which
jDGgas+ solv j�1.5 kcalmol�1. A) thrombin–177; =B) trypsin–177; C) thrombin–CDA; and D) trypsin–CDA.

Table 3. Decomposition of DGgas+ solv (GBTOT) on a per-residue basis.[a]

Residue SvdW BvdW TvdW Selec Belec Telec SGB BGB TGB TGBSUR TGBTOT

thrombin–177
Cys191 �0.62 �1.52 �2.14 �0.65 0.46 �0.19 0.42 0.40 0.81 �0.11 �1.61
Ser214 �0.17 �1.18 �1.35 0.52 �6.05 �5.53 �0.57 4.44 3.88 �0.07 �3.08
Trp215 �2.32 �2.57 �4.89 0.09 �0.64 �0.55 0.11 0.74 0.85 �0.28 �4.87
Gly216 0.00 �2.14 �2.14 0.00 �6.17 �6.17 0.00 4.59 4.59 �0.27 �3.99
Glu217 �0.54 �1.05 �1.59 �15.35 �2.53 �17.89 15.56 2.47 18.03 �0.15 �1.59
Cys220 �0.72 �0.38 �1.09 �0.92 0.05 �0.87 0.56 �0.13 0.43 �0.05 �1.58
trypsin–177
Leu99 �1.82 �0.28 �2.10 1.91 �1.70 0.20 �1.63 1.68 0.04 �0.26 �2.12
Gln192 �1.79 �1.10 �2.89 �0.13 0.48 0.35 1.16 �0.02 1.13 �0.44 �1.84
Ser214 �0.15 �1.00 �1.15 �0.04 �5.42 �5.47 0.01 4.10 4.11 �0.05 �2.57
Trp215 �1.77 �2.43 �4.21 0.13 �0.33 �0.20 0.11 0.68 0.79 �0.26 �3.88
Gly216 0.00 �1.97 �1.97 0.00 �6.66 �6.66 0.00 5.00 5.00 �0.28 �3.91
thrombin–CDA
Leu99 �1.68 �0.30 �1.97 0.27 �0.35 �0.07 �0.11 0.26 0.16 �0.21 �2.10
Ile174 �1.35 �0.09 �1.44 �0.01 0.06 0.04 0.04 0.01 0.05 �0.17 �1.52
Ser214 �0.13 �0.74 �0.87 �0.06 �2.50 �2.56 0.01 1.16 1.17 �0.03 �2.29
Trp215 �2.06 �1.99 �4.06 �0.36 �2.03 �2.39 0.25 2.07 2.32 �0.24 �4.37
Gly216 0.00 �1.91 �1.91 0.00 �2.11 �2.11 0.00 1.90 1.90 �0.27 �2.38
trypsin–CDA
His57 �2.31 �0.30 �2.61 �1.14 0.46 �0.67 2.22 �0.28 1.93 �0.47 �1.82
Gln192 �1.27 �0.92 �2.20 �3.13 �2.11 �5.24 3.42 2.46 5.88 �0.53 �2.09
Ser195 �0.84 �0.94 �1.77 �1.05 0.10 �0.95 0.36 0.27 0.63 �0.18 �2.27

[a] Energies shown as contributions from van der Waals energy (vdW), coulomb interactions (elec), polar solvation free energy (GB), the nonpolar
(GBSUR) part of solvation free energy of side chain atoms (S), backbone atoms (B), and sum of them (T) of protein–inhibitor complex. Only residues
making a significant favorable or unfavorable contribution are shown (jDGgas+ solv j�1.5 kcalmol�1). Energies are in kcalmol�1.
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By comparing results in Figure 6B and geometries in Fig-
ure 7B, we can explain the binding character of 177 to tryp-
sin as follows: As in thrombin–177 binding, the van der
Waals and nonpolar solvation energies are all favorable for
177 binding to these five residues, and the contribution of

nonpolar solvation energy is
much smaller than that of van
der Waals energy. Similar to
thrombin, inhibitor 177 also
forms one hydrogen bond to
the backbone carbonyl oxygen
of Ser214, two hydrogen bonds
to Gly216 of trypsin in an anti-
parallel b-strand fashion, and
the distances between the
donor and acceptor are shown
in Figure 7B. Both the van der
Waals and overall electrostatic
energies favor binding for these
two residues. There is also sig-
nificant aromatic stacking inter-
action (�4.21 kcalmol�1 in
Table 3) between 177 and
Trp215, and the van der Waals
energy is �2.10 kcalmol�1 be-
tween 177 and Leu99. Besides
the van der Waals energy of
�2.89 kcalmol�1, an unstable
hydrogen bond is formed be-
tween the O4 atom of 177 and
Gln192 with an occupancy per-
centage of 12.77 (Table 4) from
the simulation. The overall
electrostatic energy of Gln192
disfavors binding to 177, be-
cause the favorable electrostatic
interaction in the gas-phase is
offset by the desolvation free
energy required.

Based on the energy and structure analysis above, we be-
lieve that the selectivity of 177 arises from the difference in
van der Waals and nonpolar solvation energies, and the van
der Waals energy is the dominant factor. We also notice that
177 binds to thrombin and trypsin in a similar binding mode,
and it primarily binds to the antiparallel b-strand segment of
Ser214-Trp215-Gly216 and adjacent residues.

Inhibitor CDA binding to thrombin versus trypsin : Com-
pared with the protein–177 complex, the computational re-
sults of the absolute binding free energy for the protein–
CDA complex agree well with the experimental values
(Tables 1 and 2) in an absolute scale (�14.9 kcalmol�1 for
thrombin and �7.1 kcalmol�1 for trypsin). The reason for
this is that CDA is treated as neutrally charged, whereas 177
is protonated, and reliable solvation energy of a charged in-
hibitor is not easy to calculate at present. The calculated
DDG between thrombin and trypsin (7.8 kcalmol�1 in
Table 2) was also found to be in accordance with the experi-
mental data (6.6 kcalmol�1 in Table 2). Considering that the
separate inhibitor simulation correction, both the absolute
values (�12.4 kcalmol�1 for thrombin and �5.6 kcalmol�1

for trypsin) and the calculated DDG (6.8 kcalmol�1 in

Figure 7. Some major interactions between the protein residues and the inhibitors with complex structures de-
termined from the lowest-energy structures obtained from the MD simulation. The dashed line represents a
hydrogen bond between the inhibitor and protein and its length. The inhibitor is shown in ball-and-stick repre-
sentation. A) thrombin–177; B) trypsin/177; C) thrombin–CDA; D) trypsin–CDA.

Table 4. Hydrogen-bond formation between inhibitors and proteins.

Thrombin–177 Trypsin–177

thrombin 177 occupancy[a] trypsin 177 occupancy[a]

Ser214 N3[b] 65.43 Gln192 O4[b] 12.77
Gly216 O1 49.02 Ser214 N3 79.23
Gly216 N1 31.47 Gly216 O1 45.21

Gly216 N1 24.13
thrombin–CDA trypsin–CDA

thrombin CDA occupancy trypsin CDA occupancy
Ser214 N5[c] 66.47 Gln192 N5[c] 41.78
Gly216 N2 48.44 Gln192 O1 12.18
Gly216 O1 30.11

Hydrogen bonds were defined by acceptor···donor atom distances of less
than 3.2 K and acceptor···H-donor angles of greater than 1208. Hydrogen
bonds are reported only if they exit for greater than 10% of the investi-
gated time period. [a] Occupancy is in units of percentage of the investi-
gated time period. If more than one hydrogen bond is formed between
the donor and acceptor, only the largest occupancy value is reported.
[b] Atom name of 177. [c] Atom name of CDA
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Table 2) are improved, although the relaxation energies are
not as large as those of the 177 complexes.

Comparison between the free energy components of
thrombin–CDA and trypsin–CDA complexes was performed
to understand the mechanism driving binding selectivity.
Figure 4B shows that selectivity originates from the van der
Waals energy, the total entropy contribution, and nonpolar
solvation energy. Similar to the 177 complexes, the van der
Waals energy is also the dominant factor responsible for dif-
ferent binding affinity between thrombin and trypsin. The
overall contribution of the electrostatic energy is not in
favor of the selectivity.

Decomposition analysis suggests that five residues play
key roles for CDA binding to thrombin, and they are
Trp215, Gly216, Ser214, Leu99, and Ile174 (Table 3 and Fig-
ure 5C). For all of the residues, van der Waals and nonpolar
solvation energies are favorable for binding, except for the
vanishing nonpolar solvation energy of Ser214 (Figure 6C).
The antiparallel b-strand hydrogen bonding motif between
the aminopyrazinone and Gly216 is maintained; similarly
the Ser214 hydrogen bond to the inhibitor amide is con-
served.[28] The distances between the donor and acceptor are
2.87, 2.91, and 2.87 K, as shown in Table 4 and Figure 7C.
Besides the van der Waals energy, the overall electrostatic
energy of Ser214 also makes a significant contribution to
binding, even larger than the contribution of van der Waals
interactions. For the other three residues in the S3 pocket
(Trp215, Leu99, and Ile174), van der Waals energy is found
to be the main energy term favoring binding. With the most
favorable van der Waals energy of �4.06 kcalmol�1

(Table 3), CDA makes the edge-to-face s–p interaction be-
tween the P3 aryl group and the p-rich Trp215 further rein-
forced by the incorporation of the electron-deficient P3
ACHTUNGTRENNUNGpyridine.[28]

The residues responsible for CDA binding to trypsin are
Ser195, Gln192, and His57 as shown in the interaction spec-
trum shown in Figure 5D. For Ser195, favorable contribution
to binding affinity mostly arises from van der Waals energy
(�1.77 kcalmol�1 in Table 3 and Figure 6D).The overall
electrostatic energy and nonpolar solvation energy provide
the additional increase in binding energy, but much smaller.
CDA makes two hydrogen bonds with Gln192 (Table 4 and
Figure 7D), but the favorable coulomb interactions are also
compensated by unfavorable contributions from polar solva-
tion free energy, thus van der Waals energy provides the
driving force for binding. Further stabilization is provided
by the van der Waals energy of �2.61 kcalmol�1 (Table 3)
owing to the favorable interaction between the imidazole
ring of His57 and aminopyrazinone moiety of CDA, al-
though the overall contribution of electrostatic energy of
His57 is disfavorable for binding.

To summarize, the present results show that the selectivity
of CDA binding to thrombin over trypsin originates from
the van der Waals energy, nonpolar solvation energy, and
the total entropy contribution. As is the case for 177, the
van der Waals energy is the dominant factor for selectivity.
Notably, CDA binds to thrombin and trypsin in very differ-

ent modes. Specifically, CDA binds to the antiparallel b

strand (Ser214 and Gly216) and S3 pocket residues (Trp215,
Leu99, and Ile174) of thrombin, whereas it binds to the cat-
alytic triad of trypsin (Ser195 and His57) and the residues in
the vicinity of them.

Conclusion

We used MD simulations in conjunction with free-energy
analysis by using the MM-GBSA method to analyze the
basis of selectivity of two inhibitors, and also provide insight
into the protein–inhibitor-binding mechanism. In particular,
inhibitors were selected to exclude the strong basic P1
motif, such as an amidine or guanidine, and instead to focus
on identifying hits with better druglike properties. We also
performed a separate MD simulation of the inhibitor to in-
clude the effects of the conformational changes upon bind-
ing. The computed absolute values of binding free energies
of protein–CDA complexes are in good accordance with ex-
perimental data, whereas those of the protein–177 complex
overestimate binding. This is likely to be owing to the fact
that the large deviations in the Coulombic and solvation
terms are difficult to balance effectively for charged
ACHTUNGTRENNUNGinhibitors.[50]

In each case, the simulation results correctly predict that a
given inhibitor will bind more tightly to thrombin than tryp-
sin. The decomposition analysis shows that the dominant
factor of selectivity of the two inhibitors is van der Waals
energy, which suggests better shape complementarity and
packing. Most of the favorable coulomb interactions are
offset by unfavorable contributions from polar solvation
free energy, so the overall contribution of electrostatic
energy provides no direct thermodynamic advantage for se-
lectivity, or even oppose achieving it. Some other free
energy components of nonpolar solvation free energy and
total entropy contribution are also in favor of achieving se-
lectivity, but the contributions are much smaller.

Binding mode and structure analyses indicate that 177
binds to thrombin and trypsin in a similar binding mode,
and it primarily binds to the antiparallel b-strand segment of
Ser214-Trp215-Gly216 and adjacent residues, whereas CDA
binds to thrombin and trypsin in very different modes. CDA
binds to the antiparallel b strand (Ser214, and Gly216) and
S3 pocket residues (Trp215, Leu99 and Ile174) of thrombin,
but it binds to the catalytic triad of trypsin (Ser195 and
His57) and nearby residues. Based on the analysis above,
the higher selectivity of CDA is likely to be owing to the dif-
ferent binding mode between thrombin and trypsin, which
results in a greater difference in the binding free energy.

By accurately modeling known thrombin–inhibitor sys-
tems and analyzing the structure information, selective and
potent thrombin inhibitors may be proposed with greater
confidence. The information gained from this study should
help lead to the discovery of new inhibitors with improved
binding properties.
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